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In this paper, we develop an efficient splitting domain decomposition method (S-DDM) for
compressible contamination fluid flows in porous media over multiple block-divided sub-
domains by combining the non-overlapping domain decomposition, splitting, linearization
and extrapolation techniques. The proposed S-DDM iterative approach divides the large
domain into multiple block sub-domains. In each time interval, the S-DDM scheme is
applied to solve the water head equation, in which an efficient local multilevel scheme
is used for computing the values of water head on the interfaces of sub-domains, and
the splitting implicit scheme is used for computing the interior values of water head in
sub-domains; and the S-DDM scheme is then proposed to solve the concentration equation
by combining the upstream volume technique. Numerical experiments are performed and
analyzed to illustrate the efficiency of the S-DDM iterative approach for simulating com-
pressible contamination fluid flows in porous media. The developed method takes the
excellent attractive advantages of both the non-overlapping domain decomposition and
the splitting technique, and reduces computational complexities, large memory require-
ments and long computational durations.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Compressible fluid flows in porous media have widely been encountered in many areas of computational simulations in
science and engineering, e.g. groundwater contamination, seawater intrusion in coastal aquifers, environment protection,
hazardous waste deposition, and oil recovery in reservoir (see [1,3,6,10,14,26]). The objective of simulating fluid flows in
porous media is to quantify the transport of the pollutants, to predict, control, and re-mediate contaminations in subsurface
contaminant transports and re-mediations, seawater intrusion and control, and many other applications. The mathematical
model of contamination fluid flows in porous media is a coupled nonlinear system of time-dependent partial differential
equations, in which one equation is a parabolic equation and the other is a convection–diffusion equation. The model is char-
acterized by the nonlinearity, the coupling of these equations, the advection dominance of the transport equation, the mov-
ing steep fronts present in the solutions, the compressibility of the fluid mixture and the medium, the heterogeneity of
media, the enormous size of field-scale applications, and the required long time period of prediction. From a practical point
of view, numerical methods play a major role in modeling of fluid flows in porous media. As we know, the interests in
numerical computations of fluid flows in porous media have been rising rapidly and numerical simulations have been more
and more indispensable (see [2,6,15,16,27]). Due to the computational complexities and the huge computational costs in
realistic long term and large scale applications, there are strong interests in developing efficient solution techniques for large
scale applications of compressible fluid flows in porous media.
. All rights reserved.
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Domain decomposition methods allow the reduction of the sizes of problems by decomposing domain into smaller ones
on which the problems can be solved by multiple computers in parallel (see [9,13,18,23,24,29], etc). The splitting technique
is another attractive and popular technique to reduce high-dimensional problems to a series of one-dimensional problems at
each time step for saving the memory and CPU time (see [11,30,31] and some recent works [4,5,7,8,12,19,20,28], etc). Since
non-overlapping methods have low computation and communication cost for each time step, they are preferable for large
scale problems on massively parallel machines. Some explicit–implicit schemes on non-overlapping sub-domain decompo-
sitions have been proposed for parabolic equations to treat interface boundaries of sub-domains [9,13,21]. In [9], an explicit–
implicit algorithm was developed, which relaxed the stability condition by using the larger spacing step size in the explicit
scheme at the points of the interface boundaries of sub-domains. Paper [13] further proposed an explicit–implicit domain
decomposition method for parabolic problems by using either a high-order explicit scheme or a multi-step explicit scheme
on the interface which further relaxed the stability requirement. The methods in [9,13] work efficiently for stripe-divided
sub-domains along one spatial variable for parabolic equations. However, on one aspect, it has been an important and dif-
ficult task to develop efficient explicit–implicit domain decomposition methods over multiple block-divided sub-domains so
that it is more suitable and powerful to simulate large scale parabolic problems. On another aspect, there were few works to
solve compressible fluid flows in porous media by applying explicit–implicit domain decomposition methods on non-over-
lapping sub-domains, which is also an important and challenging task for computing large scale fluid flows in porous media.

In this paper, we propose a new S-DDM iterative approach over multiple block-divided sub-domains for compressible
contamination fluid flows in porous media by combining the non-overlapping domain decomposition, splitting, linearization
and extrapolation techniques. In our method, the global domain is divided into multiple block sub-domains and is further
partitioned into fine meshes on each sub-domain. At each time step, firstly the S-DDM scheme is proposed to solve the water
head equation, in which we use an efficient local multilevel scheme to solve the values of water head on the interfaces of
sub-domains and use the splitting implicit scheme to solve the interior values of water head in sub-domains. The proposed
S-DDM overcomes the limitation of the stripe-divided sub-domains for parabolic equations in [9,13] and is an efficient and
simple explicit–implicit domain decomposition method over multi-block sub-domains. Secondly, a S-DDM scheme combin-
ing the upstream volume technique is proposed to solve the concentration equation. In the S-DDM iterative approach, we
also propose to combine the linearization and extrapolation techniques to treat the coupling and nonlinearity. Moreover,
at each time step, an iterative process is applied for increasing the accuracy, which is controlled by a maximum iterative
number and the desired accuracy. The proposed S-DDM iterative approach keeps the excellent advantages of the non-over-
lapping domain decompositions and the splitting technique. The efficient local multilevel schemes at interface points relax
the stability condition of the S-DDM and improve the accuracy near the interface boundaries as well. The S-DDM iterative
approach reduces computational complexities, large memory requirements and long computational durations, and is more
suitable and powerful for parallel computing. Numerical experiments are taken for computing the problems of homogeneous
flows, groundwater contaminations, and contaminations in concentration dependent density and in more general layered
media. Numerical results show the efficient performance of the method for solving compressible contamination fluid flows
in porous media. The proposed approach can be extended to solve high-dimensional large scale problems of fluid flows in
porous media.

The paper is organized as follows. In Section 2, we introduce the mathematical model of compressible contamination fluid
flows in porous media. In Section 3, we describe the S-DDM iterative approach for solving the coupling system of contam-
ination fluid flows in porous media. In Section 4, numerical experiments are presented. Finally, some conclusions are ad-
dressed in Section 5.

2. Mathematical model of contamination fluid flows

For simulating contamination fluid flows, one first needs to build mathematical models to describe the processes of fluid
flows in porous media [1,3,6,14]. In this section, we will derive the time-dependent partial differential equations governed
by the mass conservations, the Darcy’s law, and the equations of state in porous media.

2.1. Porous media and Darcy’s law

Porous media are made up of cavities, or pores, surrounded by a solid matrix which may be for instance packed or con-
solidated grains. These kinds of media are filled with one or more fluids (see Fig. 1). The porosity of a porous medium, which
describes the fraction of void space in the material, is defined by:
/ ¼ Vv

VT
;

where Vv is the volume of void-space (such as fluids) and VT is the total or bulk volume of material, including the solid and
void components. Porosity is a fraction between 0 and 1, typically ranging from less than 0.01 for solid granite to more than
0.5 for peat and clay.

The Darcy’s law establishes the basic relationship between the flow rate and the pressure gradient, which is the most
widely used law or correlation in describing fluid flows in porous media. For the flow of water in vertical homogeneous sand
filters, the famous Darcy’s formula is



Fig. 1. An example of porous media [3].
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Q ¼ KAðh1 � h2Þ=L;
which concludes that the rate of flow Q is proportional both to the constant cross-section area A and to ðh1 � h2Þ and inver-
sely proportional to the length L, where h is the hydraulic head and h1 � h2 is the difference in hydraulic head across the filter
of length L. Let x 2 X � R2, and let q be the mass density of the fluid, p be the pressure, and the Darcy’s velocity
uðx; tÞ ¼ ðuxðx; tÞ;uyðx; tÞÞs. The Darcy’s law can be described as
u ¼ � k
l
ðrpþ qgrZÞ; ð2:1Þ
where g is the gravity constant, Z is the elevation height of the fluid measured from some chosen datum level [3]. k is the
permeability tensor, given by
k ¼
kxx 0
0 kyy

� �
; ð2:2Þ
which quantifies the ability of the porous medium domain to transmit a fluid. l is the dynamical viscosity of the fluid. The
porous medium is homogeneous if its permeability k is constant, otherwise, it is heterogeneous, e.g. the layered media.

2.2. The mass conservations

Let A � X be any representative volume element (REV). The conservation of mass states that the rate of mass accumulated
within A equals the rate of mass injected into A across the boundary C ¼ @A of A plus the net amount of mass injected into A
via sources and sinks. The conservation of mass for the fluid mixture can be expressed as
d
dt

Z
A

/qdx ¼ �
Z
@A

qu � ndsþ
Z

A
Qdx; 8A � X; ð2:3Þ
where n ¼ ðnx;nyÞs is the unit outward normal to C, and Q is the source and sink term that represents the mass flow rate per
unit volume moving into or out the REV A. By the Gauss theorem, we obtain
Z

A

@

@t
ð/qÞdx ¼

Z
A
�r � ðquÞ þ Qð Þdx; 8A � X: ð2:4Þ
Further, we obtain the following partial differential form
@

@t
ð/qÞ ¼ �r � ðquÞ þ Q ; x 2 X; t 2 ð0; T�: ð2:5Þ
Let cðx; tÞ be the contaminant concentration of mass. The Fick’s law states
J ¼ �Drc; ð2:6Þ
where J is the diffusion flux and D is the diffusion coefficient tensor, which describes the rate of diffusion of matter across a
plane to be proportional to the negative of the rate of change of the concentration of the diffusing substance in the direction
perpendicular to the plane. The conservation of mass for the contaminant states that the rate of mass accumulated within A
equals the rate of mass flowing by the total (volumetric) flux plus the amount of mass diffused and dispersed and plus the
net amount of mass injected into A via sources and sinks, which can be expressed as
d
dt

Z
A

/cdx ¼ �
Z
@A
ðuc � DrcÞ � ndsþ

Z
A

Qc�dx; 8A � X; ð2:7Þ



4504 C. Du, D. Liang / Journal of Computational Physics 229 (2010) 4501–4521
where ðuc � DrcÞ is the total flux flowing into A across the boundary C of A. c� is prescribed concentration at sources. By
using the Gauss theorem, from (2.7), we can obtain the partial differential equation of solute concentration
@ð/cÞ
@t
þr � ðuc � DrcÞ ¼ Qc�; x 2 X; t 2 ð0; T�: ð2:8Þ
2.3. The water head and concentration coupling system

Due to the effect of the pressure changes, the porous media can be deformed [3,1]. Let c/ be the compressibility of porous
media, which is defined by
c/ ¼
1
/
@/
@p

: ð2:9Þ
Integrating this equation gives,
/ ¼ /0ðxÞ expðc/ðp� prÞÞ; ð2:10Þ
where /0ðxÞ is the reference porosity of the medium at the reference pressure p0. This result is widely used for modeling
subsurface contaminant transport and re-mediation in the hydroscience community.

Let spðx; pÞ be the storage term, which is defined by
spðx;pÞ ¼
@ð/qÞ
@p

¼ qðpÞ/ðx; pÞðc/ðxÞ þ cqÞ; x 2 X; t 2 ð0; T�: ð2:11Þ
Then, combining the equation of fluid flow (2.5), the Darcy’s law and the equations of state, we get the equation for pressure p
spðx;pÞ
@p
@t
þr � qu ¼ Q ; x 2 X; t 2 ð0; T�: ð2:12Þ
In groundwater modeling, the water head is widely used, which is defined as (see [3])
H ¼
Z p

p0

dp
gqðpÞ þ Z: ð2:13Þ
In computation, the practical water head is defined as ([3,32,33], etc):
H ¼ p
q0g
þ Z; ð2:14Þ
where q0 presents the density of reference water (fresh water). Since the compressibility of water is very small, it is possible
to suppose that water is incompressible, i.e. q is only dependent of the concentration c. Here, the Hugakorn’s linearization of
density has
q ¼ q0 1þ � c
cs

� �
; ð2:15Þ
where cs is the concentration corresponding to the maximum density qs and � ¼ ðqs � q0Þ=q0 is the density ratio.
Using (2.9), (2.11), (2.14) and (2.15), we obtain the coupled system of water head and concentration equations:
Ss
@H
@t �r � KðrHþ gcrZÞð Þ ¼ �/g @c

@t þ
Q
q0
; x 2 X; t 2 ð0; T�;

u ¼ � q0
q KðrHþ gcrZÞ; x 2 X; t 2 ð0; T�;

/ @c
@t þr � ðuc � DrcÞ ¼ Qc� � q0

q Ss
@H
@t c; x 2 X; t 2 ð0; T�;

8>><>>: ð2:16Þ
where Ss ¼ q/c/g is the storage coefficient, K ¼ kqg
l is the hydraulic conductivity and g ¼ �=cs.

The problem is time-dependent, providing both initial and boundary conditions for water head H and concentration
cðx; tÞ. Let the boundary C ¼ @X be composed of three parts C1; C2 and C3 such that C ¼ C1 � C2 � C3. The proper Dirichlet
boundary condition, Neumann boundary condition, or mixed boundary condition could be provided on C1; C2 or C3. The
initial conditions for water head and concentration are given as
Hðx; 0Þ ¼ H0ðxÞ; x 2 X;

cðx; 0Þ ¼ c0ðxÞ; x 2 X:
ð2:17Þ
Remark 2.1. The system (2.16) of compressible contamination fluid flows in porous media is a nonlinearly coupled system
of equations governed by the convection and diffusion processes, one is a parabolic equation of water head and the other is a
convection–diffusion equation of concentration. This system is characterized by the nonlinearity, the coupling among these
equations, the compressibility of the fluid and the medium, the enormous size of field-scale application, and the required
long time period of prediction, numerical simulations of these systems encounter serious difficulties and complexities.
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Remark 2.2. Domain decomposition methods (DDMs) allow the reduction of the sizes of problems by decomposing the
domain into smaller ones on which the problems can be solved by multiple computers in parallel. The splitting technique
is another method to reduce high-dimensional problems to a series of one-dimensional problems in each time interval. In
the following section, we will develop a new efficient numerical method for solving multi-dimensional contamination fluid
flows in porous media by combining the non-overlapping domain decomposition and the splitting technique.
3. The S-DDM iterative approach for contamination fluid flows

For simulating large scale fluid flows in porous media, we need to develop efficient domain decomposition methods for
solving model (2.16). Since non-overlapping methods have low computation and communication cost for each time step,
they are preferable for large scale problems. Papers [9,13] proposed explicit–implicit domain decomposition methods for
parabolic equations by using either a high-order explicit scheme or a multi-step explicit scheme on the interface, which
are efficient for stripe-divided sub-domains along one spatial variable. However, it has been an important and difficult task
to develop efficient explicit–implicit domain decomposition methods over multiple block-divided sub-domains, and mean-
while, there were few works to solve the compressible fluid flows in porous media by applying the methods, which is impor-
tant and challenging for powerfully simulating large scale fluid flows problems. In this section, we propose a new S-DDM
iterative approach over multiple block-divided sub-domains by combining non-overlapping domain decompositions and
the splitting technique for the coupled system of water head and concentration equations.

We consider two dimensional problems on X ¼ ½ax; bx� � ½az; bz�. The problem (2.16) can be rewritten in the operator form
Ss
@H
@t þ LHxðcÞHþ LHzðcÞH ¼ dðcÞ þ f ðH; cÞ;

ux ¼ � q0Kx
q

@H
@x ; uz ¼ � q0Kz

q
@H
@z þ gc
� �

;

/ @c
@t þ LcxðHÞc þ LczðHÞc ¼ gðH; cÞ;

8>><>>: ð3:1Þ
where the operators are defined as
LHxðcÞH ¼ �
@

@x
KxðcÞ

@H

@x

� �
; LHzðcÞH ¼ �

@

@z
KzðcÞ

@H

@z

� �
; ð3:2Þ

LcxðHÞc ¼
@ðuxcÞ
@x

� @

@x
DxðHÞ

@c
@x

� �
; LczðHÞc ¼

@ðuzcÞ
@z

� @

@z
DzðHÞ

@c
@z

� �
; ð3:3Þ
and u ¼ ðux;uzÞs is the Darcy’s velocity, K ¼ diagðKx;KzÞ is the hydraulic conductivity and D ¼ diagðDx;DzÞ is the diffusion
coefficient tensor. The functions in the right hand side are
dðcÞ ¼ @ðKzðcÞgcÞ
@z

; f ðH; cÞ ¼ �/ðHÞg @c
@t
þ Q

q0
; ð3:4Þ

gðH; cÞ ¼ Qc� � q0SsðcÞ
qðcÞ

@H

@t
c; ð3:5Þ
where Q is the source, and we assume that
f ¼ f1 þ f2; g ¼ g1 þ g2: ð3:6Þ
Problem (3.1) is subject to some proper initial and boundary conditions prescribed as in Section 2.

3.1. Partition and domain decomposition

We divide the large domain X into d ¼ Nr � Ns multiple block sub-domains Xr;s. Each Xr;s is further partitioned into fine
meshes by using step size h, see Figs. 2 and 3.

In general, the number d of sub-domains is related to the size of the real problem. The sub-domains may have different
lengths and different step sizes in different sub-domains, which may be determined by the local behavior of the problem.

Let us introduce, for example, a uniform four block-divided mesh Xh as the tensor direct product of Ih � Jh of one-dimen-
sional mesh, Ih ¼ fax ¼ x0; x1; . . . ; xr ; . . . ; xI�1; xI ¼ bxg and Jh ¼ faz ¼ z0; z1; . . . ; zs; . . . ; zJ�1; zJ ¼ bzg, where x ¼ xr and z ¼ zs are
interface boundaries of sub-domains which divide X into four sub-domains Xl;q; l; q ¼ 1;2. Further, for general uniform
block-divided domain decomposition, we denote INr to be the index number of interface points along x-direction and INs

to be the index number of interface points along z-direction. On each sub-domain Xr;s, we denote Ir to be the index number
of mesh points along x-direction and Js to be the index number of mesh points along z-direction. Then, we denote the spatial
step sizes by hx ¼ 1

I and hz ¼ 1
J along x-direction and z-direction, respectively. We introduce the notations:

xiþ1
2
¼ xiþxiþ1

2 ; zjþ1
2
¼ zjþzjþ1

2 ; x�1
2
¼ x0; xIþ1

2
¼ xI; z�1

2
¼ z0; zJþ1

2
¼ zJ .

Denote positive integer N to be the number of time steps. We then define a time partition:
0 ¼ t0 < t1 < � � � < tn < � � � < tN�1 < tN ¼ T; ð3:7Þ



Nr

Ns Ωr,s

Fig. 2. The domain X and sub-domains Xr;s .

Fig. 3. (a) The first half step from tn ! tnþ1
2 along x-direction. x ¼ xr is the interface of sub-domains. For 0 < j < J, the point A is ðxr�K ; zjÞ and point B is ðxr ; zjÞ

and point C is ðxrþK ; zjÞ. (b) The second half step from tnþ1
2 ! tnþ1 along z-direction. z ¼ zs is the interface of sub-domains. For 0 < i < I, the point D is ðxi; zs�K Þ

and point E is ðxi; zsÞ and point F is ðxi; zsþK Þ.

4506 C. Du, D. Liang / Journal of Computational Physics 229 (2010) 4501–4521
where Dtn ¼ tn � tn�1, for n ¼ 1;2; . . . ;N, are the time steps. For a function wðx; z; tÞ, we define wn
i;j ¼ wðxi; zj; tnÞ at mesh point

ðxi; zj; tnÞ. Then, we denote wn
hi;j to be the approximation solution to wn

i;j at mesh point ðxi; zj; tnÞ.
In order to further define the numerical scheme in the following subsection, we now introduce the time semi-discretiza-

tion solution ð eHn; ~cnÞ for all n P 0. Set eH0 ¼ H0ðx; zÞ and ~c0 ¼ c0ðx; zÞ. For n P 0, in each time interval ðtn; tnþ1�, the semi-dis-
cretization solution ð eHnþ1; ~cnþ1Þ satisfies
Ssð�cnþ1ÞÞI þ DtLHxð�cnþ1Þ
� � eHnþ1

2 ¼ eHn þ Dt�f nþ1
1 ;

Ssð�cnþ1ÞÞI þ DtLHzð�cnþ1Þ
� � eHnþ1 ¼ eHnþ1

2 þ Dtð�dnþ1 þ �f nþ1
2 Þ;

(
ð3:8Þ
and
/ð eHnþ1ÞI þ DtLcxð eHnþ1Þ
� �

~cnþ1
2 ¼ ~cn þ Dt�gnþ1

1 ;

/ð eHnþ1ÞI þ DtLczð eHnþ1Þ
� �

~cnþ1 ¼ ~cnþ1
2 þ Dt�gnþ1

2 ;

8><>: ð3:9Þ
subject to proper boundary and initial conditions. In the scheme, Hnþ1 and �cnþ1 are the approximation solutions eHn and ~cn at
time t ¼ tn or the extrapolating approximations of previous level values at t ¼ tn and t ¼ tn�1; and �dnþ1 ¼ dð�cnþ1Þ; �f l ¼
flðHnþ1; �cnþ1Þ; �gl ¼ glð eHnþ1;�cnþ1Þ, for l ¼ 1;2. We will evaluate �cnþ1 and Hnþ1 later in this paper.

3.2. The S-DDM scheme for the water head equation

We first construct the splitting domain decomposition scheme for the water head equation in time interval ðtn; tnþ1]
where n P 0.
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For the interior points of sub-domains, we define the discrete operators LHx;hx ðwÞ and LHz;hz ðwÞ to be the discretization of
the operators LHxðcÞ and LHzðcÞ by the implicit scheme on Ih and Jh, respectively, i.e., for each zj 2 Jh,
LHx;hx ðwÞHn
i;j 	

1

h2
x

�Kxi�1
2;j
ðwÞHn

i�1;j þ Kxi�1
2;j
ðwÞ þ Kxiþ1

2;j
ðwÞ

� �
Hn

i;j � Kxiþ1
2;j
ðwÞHn

iþ1;j

� �
: ð3:10Þ
Similarly, for each xi 2 Ih,
LHz;hz ðwÞHn
i;j 	

1

h2
z

�Kzi;j�1
2
ðwÞHn

i;j�1 þ Kzi;j�1
2
ðwÞ þ Kzi;jþ1

2
ðwÞ

� �
Hn

i;j � Kzi;jþ1
2
ðwÞHn

i;jþ1

� �
; ð3:11Þ
where w is a function.
For the interface points, we define a local multilevel explicit scheme. Let Dsn ¼ Dtn=K be the multilevel time step by fur-

ther dividing the time level ½tn; tnþ1� into K subintervals on the interfaces, and let ĥq ¼ mhq; q ¼ x; z, be the spatial step size
related to interfaces, where K P 1 and m P 1 are integer numbers. Let sk

n ¼ kDsn. For a function w, we define
wn;k

i;j ¼ wðxi; zj; tn þ sk
nÞ at grid point ðxi; zj; tn þ sk

nÞ. We denote wn;k
hi;j to be the numerical approximation to wn;k

i;j . Then, for the
interface points xr; r 2 INr and zs; s 2 INs, we define the discrete operators L

Hx;ĥx
ðwÞ and L

Hz;ĥz
ðwÞ to be the approximations

to the operators LHxðcÞ and LHzðcÞ with step size ĥx and ĥz, respectively. For each zj 2 Jh, at point ðxrl
; zjÞ, where

rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr , we let
L
Hx;ĥx
ðwÞHn;k�1

rl ;j
	 1

ĥ2
x

�Kxrl�mþ1
2;j
ðwÞHn;k�1

rl�m;j þ Kxrl�mþ1
2;j
ðwÞ þ Kxrlþm�1

2;j
ðwÞ

� �
Hn;k�1

rl ;j
� Kxrlþm�1

2;j
ðwÞHn;k�1

rlþm;j

� �
; ð3:12Þ
and for each xi 2 Ih, at point ðxi; zsl
Þ; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs,
L
Hz;ĥz
ðwÞHn;k�1

i;sl
	 1

ĥ2
z

�Kzi;sl�mþ1
2
ðwÞHn;k�1

i;sl�m þ Kzi;sl�mþ1
2
ðwÞ þ Kzi;slþm�1

2
ðwÞ

� �
Hn;k�1

i;sl
� Kzi;slþm�1

2
ðwÞHn;k�1

i;slþm

� �
: ð3:13Þ
With the notations and formulas above, we now propose our splitting domain decomposition method (S-DDM) for the water
head equation in time interval ðtn; tnþ1� as follows. Let �cnþ1

h be the founded approximation to concentration cðtnþ1Þ which will
be defined in Section 3.4.

Firstly along x-direction, 8j 2 Js; s 2 INs

(a) the local multilevel explicit scheme is defined on interface points for finding the interface values H
nþ1

2
hr;j for r 2 INr . By

setting,
Hn;0
hrl ;j
¼ Hn

hrl ;j
; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr; ð3:14Þ

and for k ¼ 1;2; . . . ;K , computing

Hn;k
hrl ;j
¼ Ssrl ;jð�c

nþ1
h ÞI � DsL

Hx;ĥx
ð�cnþ1

h Þ
� �

Hn;k�1
hrl ;j

þ Ds�f nþ1
1rl ;j

; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr ; ð3:15Þ

then we set H
nþ1

2
hr;j ¼ Hn;K

hr;j for r 2 INr;
(b) after getting the interface values above, the implicit x-directional splitting scheme is defined to find the interior point

values on each sub-domain, by solving
ðSsi;jð�cnþ1
h ÞI þ DtLHx;hx ð�cnþ1

h ÞÞHnþ1
2

hi;j ¼ Hn
hi;j þ Dt�f nþ1

1i;j ; i 2 Ir; r 2 INr : ð3:16Þ
Secondly, along z-direction, 8i 2 Ir ; r 2 INr

(c) the interface values Hnþ1
hi;s , at points zs for s 2 INs, are computed by the local multilevel explicit scheme. Setting
Hnþ1;0
hi;sl

¼ H
nþ1

2
hi;sl
; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs; ð3:17Þ

and for k ¼ 1;2; . . . K , computing

H
nþ1

2;k
hi;sl

¼ ðSsi;sl
ð�cnþ1

h ÞI � DsL
Hz;ĥz
ð�cnþ1

h ÞÞHnþ1
2;k�1

hi;sl
þ Ds�dnþ1

i;j þ Ds�f nþ1
2i;sl

; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs; ð3:18Þ

then we let Hnþ1
hi;s ¼ H

nþ1
2;K

hi;s for s 2 INs;
(d) the interior point values of sub-domains are solved by the implicit z-direction splitting scheme:
Ssi;jð�cnþ1
h ÞI þ DtLHz;hz ð�cnþ1

h Þ
� �

Hnþ1
hi;j ¼ H

nþ1
2

hi;j þ Dt�dnþ1
i;j þ Dt�f nþ1

2i;j ; j 2 Js; s 2 INs: ð3:19Þ

Scheme (3.14)–(3.19) constructs the S-DDM on multiple block-divided sub-domains for computing the water head
Hnþ1

h at t ¼ tnþ1.
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Further, we compute the Darcy’s velocity Unþ1 ¼ ðUnþ1
x ;Unþ1

z Þs at t ¼ tnþ1. For all zj 2 Jh,
Unþ1
xiþ1

2;j
¼ q0

hx

Kx

�q

" #nþ1

iþ1
2;j

Hnþ1
hiþ1;j �Hnþ1

hi;j

� �
; i 2 Ir; r 2 INr; ð3:20Þ
and for all xi 2 Ih,
Unþ1
zi;jþ1

2
¼ q0

hz

Kz

�q

" #nþ1

i;jþ1
2

ðHnþ1
hi;jþ1 �Hnþ1

hi;j Þ þ ghz�cnþ1
hi;jþ1

2

� �
; j 2 Js; s 2 INs; ð3:21Þ
where Knþ1
xiþ1

2;j
¼ Kx �cnþ1

hiþ1
2;j

� �
; Kzi;jþ1

2
¼ Kz �cnþ1

hi;jþ1
2

� �
; �qnþ1

iþ1
2;j
¼ q �cnþ1

hiþ1
2;j

� �
; �qnþ1

i;jþ1
2
¼ q �cnþ1

hi;jþ1
2

� �
, and �cnþ1

hi;jþ1
2
¼ 1

2
�cnþ1

hi;j þ �cnþ1
hi;jþ1

� �
.

Remark 3.1. In this subsection, we have proposed a new splitting domain decomposition method (S-DDM) to approximate
the water head at t ¼ tnþ1 on multiple block-divided sub-domains by combining the non-overlapping domain decomposition
and the splitting technique. Our S-DDM scheme overcomes the limitation of strip-divided sub-domains in [9,13] for the
linear parabolic equations. The S-DDM scheme can work efficiently over multiple block-divided sub-domains. On each block-
divided sub-domain, the two dimensional water head equation has been split into uncoupled one-dimensional problems. In
each time interval, we first solved the interface values of the solution by a local multilevel explicit scheme on the interface
boundaries of sub-domains and then solved the interior solutions in interiors of sub-domains by the splitting implicit
scheme. The local multilevel scheme at interface points can relax the stability condition and improve the accuracy near the
interface boundaries as well.
3.3. The S-DDM scheme for the concentration equation

Then, we propose the S-DDM scheme by combining the upstream volume technique for the concentration equation in
time interval ðtn; tnþ1� where n P 0.

At the interior points of sub-domains, we define the discrete operators Lcx;hx ðHhÞ and Lcz;hz ðHhÞ to approximate the oper-
ators LcxðHÞ and LczðHÞ by using the upstream volume technique on Ih and Jh, respectively.

For a given zj 2 Jh, we have the following approximation for x ¼ xi:
@ðunþ1
x cnþ1Þ
@x

ðxi; zjÞ �
1
hx

unþ1
xiþ1

2;j
cnþ1

iþ1
2;j
� unþ1

xi�1
2;j

cnþ1
i�1

2;j

� �
: ð3:22Þ
In order to avoid the nonphysical numerical oscillations, we combine the upstream volume technique. We define function
xðxÞ as:
xðxÞ ¼
1; x P 0;
0; x < 0:

�

Then, we have the equality:
unþ1
xiþ1

2;j
cnþ1

iþ1
2;j
¼ unþ1

xiþ1
2;j

x unþ1
xiþ1

2;j

� �
cnþ1

iþ1
2;j
þ 1�x unþ1

xiþ1
2;j

� �� �
cnþ1

iþ1
2;j

� �
;

where xðunþ1
xiþ1

2;j
Þ and ð1�xðunþ1

xiþ1
2;j
ÞÞ refer to the positive and negative transport velocities, respectively. Noting the approxi-

mation Unþ1 of velocity unþ1, we define the following approximation from (3.22),
@ðunþ1
x cnþ1Þ
@x

ðxi; zjÞ �
1
hx
�bnþ1

xi�1;jc
nþ1
i�1;j þ bnþ1

xi;j cnþ1
i;j � bnþ1

xiþ1;jc
nþ1
iþ1;j

� �
; ð3:23Þ
where
bnþ1
xi�1;j ¼ Unþ1

xi�1
2;j
xðUnþ1

xi�1
2;j
Þ; bnþ1

xiþ1;j ¼ Unþ1
xiþ1

2;j
1�x Unþ1

xiþ1
2;j

� �� �
;

bnþ1
xi;j ¼ Unþ1

xiþ1
2;j
x Unþ1

xiþ1
2;j

� �
þ Unþ1

xi�1
2;j

1�x Unþ1
xi�1

2;j

� �� �
:

For the second derivative term of LcxðHÞ, we use the central volume approximation:
� @

@x
ðDxðHnþ1Þ@cnþ1

@x
Þðxi;zjÞ�

1

h2
x

�Dxi�1
2;j
ðHnþ1

h Þcnþ1
i�1;jþ Dxi�1

2;j
ðHnþ1

h ÞþDxiþ1
2;j
ðHnþ1

h Þ
� �

cnþ1
i;j �Dxiþ1

2;j
ðHnþ1

h Þcn
iþ1;j

n o
: ð3:24Þ
Now, from (3.23) and (3.24), we can define the discrete operator Lcx;hx ðHnþ1
h Þ to LcxðHnþ1Þ as: 8zj 2 Jh,
Lcx;hx ðHnþ1
h Þcnþ1

i;j 	
1

h2
x

�bðnþ1Þ�
xi�1;j cnþ1

i�1;j þ bðnþ1Þ�
xi;j cnþ1

i;j � bðnþ1Þ�
xiþ1;j cnþ1

iþ1;j

� �
; ð3:25Þ
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where
bðnþ1Þ�
xi�1;j ¼ bnþ1

xi�1;j þ Dxi�1
2;j
ðHnþ1

h Þ; bðnþ1Þ�
xiþ1;j ¼ bnþ1

xiþ1;j þ Dxiþ1
2;j
ðHnþ1

h Þ;

bðnþ1Þ�
xi;j ¼ bnþ1

xi;j þ Dxi�1
2;j
ðHnþ1

h Þ þ Dxiþ1
2;j
ðHnþ1

h Þ:
Repeating the procedure of (3.22)–(3.24) for the z-direction, we can define the discrete operator Lcz;hz ðHnþ1
h Þ to

LczðHnþ1Þ; 8xi 2 Ih,
Lcz;hz ðHnþ1
h Þcnþ1

i;j 	
1

h2
z

�bðnþ1Þ�
zi;j�1 cnþ1

i;j�1 þ bðnþ1Þ�
zi;j cnþ1

i;j � bðnþ1Þ�
zi;jþ1 cnþ1

i;jþ1

� �
; ð3:26Þ
where
bðnþ1Þ�
zi;j�1 ¼ Unþ1

zi;j�1
2
x Unþ1

zi;j�1
2

� �
þ Dzi;j�1

2
ðHnþ1

h Þ;

bðnþ1Þ�
zi;jþ1 ¼ Unþ1

zi;jþ1
2

1�x Unþ1
zi;jþ1

2

� �� �
þ Dzi;jþ1

2
ðHnþ1

h Þ;

bðnþ1Þ�
zi;j ¼ Unþ1

zi;jþ1
2
x Unþ1

zi;jþ1
2

� �
þ Unþ1

zi;j�1
2

1�x Unþ1
zi;j�1

2

� �� �
þ Dzi;j�1

2
ðHnþ1

h Þ þ Dzi;jþ1
2
ðHnþ1

h Þ:
Then, for the interface points of sub-domains, we define the discrete operators Lcx;ĥx
ðHnþ1

h Þ and Lcz;ĥz
ðHnþ1

h Þ to approximate

the operators LcxðHnþ1Þ and LcyðHnþ1Þ with spatial step sizes ĥq; q ¼ x; z. For each zj 2 Jh, at points
ðxrl

; zjÞ; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr , let
Lcx;ĥx
ðHnþ1

h Þcn;k�1
rl ;j

	 1

ĥ2
x

�bðnþ1Þ�
xrl�m;jc

n;k�1
rl�m;j þ bðnþ1Þ�

xrl ;j
cn;k�1

rl ;j
� bðnþ1Þ�

xrlþm;jc
n;k�1
iþ1;j

� �
; ð3:27Þ
and at points ðxi; zsl
Þ; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs, let
Lcz;ĥz
ðHnþ1

h Þcn;k�1
i;sl

	 1

ĥ2
z

�bðnþ1Þ�
zi;sl�mcn;k�1

i;sl�m þ bðnþ1Þ�
zi;sl

cn;k�1
i;sl

� bðnþ1Þ�
zi;slþmcn

i;slþm

� �
: ð3:28Þ
With the definitions of the discrete operators above, the S-DDM scheme for the concentration equation is defined as follows.
Firstly along x-direction, 8j 2 Js; s 2 INs

(a) the local multilevel explicit scheme is defined for finding the interface values cnþ1
hr;j ; r 2 INr . Setting
cn;0
hrl ;j
¼ cn

hrl ;j
; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr ; ð3:29Þ

and for k ¼ 1;2; . . . ;K , computing

cn;k
hrl ;j
¼ /rl ;j

ðHnþ1
h ÞI � DsLcx;ĥx

ðHnþ1
h Þ

� �
cn;k�1

hrl ;j
þ Ds�gnþ1

1rl ;j
; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr; ð3:30Þ

where Ds is the local multilevel time step, and then we set c
nþ1

2
h r;j ¼ cn;K

hr;j for r 2 INx;
(b) after getting the interface values, the implicit x-directional splitting scheme on each sub-domain is defined to find the

interior point values c

nþ1
2

h , by solving tri-diagonal systems
/i;jðHnþ1
h ÞI þ DtLcx;hx ðHnþ1

h Þ
� �

c
nþ1

2
hi;j ¼ cn

hi;j þ Dt�gnþ1
1i;j ; i 2 Ir ; r 2 INr : ð3:31Þ
Secondly, along z-direction, 8i 2 Ir ; r 2 INr

(c) the values at the interface points are computed by the local multilevel explicit scheme by setting
cnþ1;0
hi;sl

¼ c
nþ1

2
hi;sl
; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs; ð3:32Þ

and for k ¼ 1;2; . . . K , computing

c
nþ1

2;k
hi;sl

¼ /i;sl
ðHnþ1

h ÞI � DsLcz;ĥz
ðHnþ1

h Þ
� �

c
nþ1

2;k�1
hi;sl

þ Ds�gnþ1
2i;sl

; sl ¼ s; s
m; . . . ; s
 Km; s 2 INs; ð3:33Þ

and then letting cnþ1
hi;s ¼ c

nþ1
2;K

hi;s for s 2 INs, where Ds is the local multilevel time step;
(d) the interior point values of sub-domains are solved by the implicit z-directional splitting scheme on each sub-domain:
/i;jðHnþ1
h ÞI þ DtLcz;hz ðHnþ1

h Þ
� �

cnþ1
hi;j ¼ c

nþ1
2

hi;j þ Dt�gnþ1
2i;j ; j 2 Js; s 2 INs: ð3:34Þ
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Scheme (3.29)–(3.34) defines the S-DDM on multiple sub-domains to find the approximations cnþ1
h for the concentration

equation at time t ¼ tnþ1.

Remark 3.2. For the concentration equation, we have defined the S-DDM scheme by combining the upstream volume
technique. The developed S-DDM scheme can also be used by combining high order upstream volume techniques, for
example, the optimal weighted upstream covolume method in [22] for increasing the accuracy, and the methods can also be
applied by combining other efficient techniques of treating convection terms.

3.4. The S-DDM iterative approach

Finally, we can propose the S-DDM iterative approach for solving the coupled system (3.1) of contamination fluid flows in
porous media. To describe the iterative algorithm, we define the following notations of approximation by using the extrap-
olation technique. Let q P 0 be the index of the linearization iteration number for treating the coupled nonlinearity. For
q ¼ 0, we define
Fð �wn;0Þðx; zÞ ¼
wn�1ðx; zÞ; n ¼ 1;
ð1þ Dtn

Dtn�1Þwn�1ðx; zÞ � Dtn

Dtn�1 wn�2ðx; zÞ; 2 6 n 6 N;

(
ð3:35Þ
and for q P 1, we define
Fð �wn;qÞðx; zÞ ¼ wn;0ðx; zÞ; q ¼ 1;
ð1� hÞwn;q�2ðx; zÞ þ hwn;q�1ðx; zÞ; q P 2:

(
ð3:36Þ
where the function wn can be the water head Hn
h or the concentration cn

h, and 0 < h < 2 is a weighting parameter for the iter-
ative procedure.

For the functions dðcÞ; f ðH; cÞ and gðH; cÞ , we propose the following approximations, for n P 0, at any point ði; jÞ and
q P 0:
dð�cn;q
i;j Þ ¼

g
ĥz

Kzð�cn;q
i;j Þ�c

n;q
i;j � Kzð�cn;q

i;j�mÞ�c
n;q
i;j�m

� �
; zj ¼ zs; s 2 INs;

g
hz

Kzð�cn;q
i;j Þ�c

n;q
i;j � Kzð�cn;q

i;j�1Þ�c
n;q
i;j�1

� �
; zj–zs; s 2 INs;

8><>: ð3:37Þ

f ðHn;q
i;j ; �c

n;q
i;j Þ ¼

/ð �Hn;q
i;j Þg�cnq

i;j þ Q n
i;j=q0; n ¼ 0;

/ðHn;q
i;j
Þg

Dt
�cn;q

i;j � cn�1
i;j

� �
þ Q n

i;j=q0; n P 1;

8><>: ð3:38Þ

gðHn;q
i;j ; �c

n;q
i;j Þ ¼

q0Ssð�cn;q
i;j
Þ�cn;q

i;j

qn;q
i;j
ð�cÞ Hn;q

i;j þ Q n
i;jc
�
i;j; n ¼ 0;

q0Ssð�cn;q
i;j
Þ�cn;q

i;j

qð�cn;q
i;j
ÞDt

Hn;q
i;j �Hn�1

i;j

� �
þ Q n

i;jc
�
i;j; n P 1:

8>><>>: ð3:39Þ
We may use the decompositions of functions f1 ¼ f2 ¼ 1
2 f and g1 ¼ g2 ¼ 1

2 g. Let q0 P 0 be the maximum number of lineari-
zation iteration, let N > 0 be the maximum number of time levels, and let K be the maximum number of local multilevels for
interface values.

Now, we describe the algorithm of our S-DDM iterative approach for contamination fluid flows in porous media as
follows:

The algorithm of the S-DDM iterative approach:

Step 1. Initialization: Set H0
hi;j ¼ H0ðxi; zjÞ; c0

hi;j ¼ c0ðxi; zjÞ, for any (i,j).
Step 2. Time Stepping Procedure: for 0 6 n 6 N � 1, do steps 3–13:
Step 3. Set Hn;0

hrl ;j
¼ Hn

hrl ;j
and cn;0

hrl ;j
¼ cn

hrl ;j
, for rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr ; 8j 2 Js; Js 2 INs.

Step 4. Iteration Step: for 0 6 q 6 q0, do steps 5–11:
Step 5. (Compute water head) Along x-direction, for j 2 Js; s 2 INs:
(a) For k ¼ 1;2 . . . ;K , find the interface values by local multilevel explicit scheme with
Hn;q;0

hrl ;j
¼ Hn;q

hrl ;j
; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr , and
Hn;q;k
hrl ;j
¼ ðSsðFrl ;jð�c

nþ1;q
h ÞÞI � DsL

Hx;ĥx
ðFrl ;jð�c

nþ1;q
h ÞÞÞHn;q;k�1

hrl ;j
þ Dsf1ðFrl ;jðH

nþ1;q
h Þ; Frl ;jð�c

nþ1;q
h ÞÞ: ð3:40Þ
(b) Set H
nþ1

2;q
hr;j ¼ Hn;q;K

hr;j ; r 2 INr .
(c) Find the interior values in sub-domains by splitting implicit scheme
ðSsðFi;jð�cnþ1;q
h ÞÞI þ DtLHx;hx ðFi;jð�cnþ1;q

h ÞÞÞÞHnþ1
2;q

hi;j ¼ Hn
hi;j þ Dtf1ðFi;jðHnþ1;q

h Þ; Fi;jð�cnþ1;q
h ÞÞ; i 2 Ir ; r 2 INr: ð3:41Þ
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(a) For k ¼ 1;2 . . . ;K , find the interface values by local multilevel explicit scheme with H
nþ2;q;0
hi;sl

¼ H
nþ2;q
hi;sl

; sl ¼ s; s

m; . . . ; s
 Km; s 2 INs; and
H
nþ1

2;q;k
hi;sl

¼ ðSsðFi;sl
ð�cnþ1;q

h ÞÞ � DsL
Hz;ĥz
ðFi;sl
ð�cnþ1;q

h ÞÞÞHnþ1
2;q;k�1

hi;sl
þ DsdðFi;sl

ð�cnþ1;q
h ÞÞ þ Dsf2ðFi;sl

ðHnþ1;q
h Þ; Fi;sl

ð�cnþ1;q
h ÞÞ:

ð3:42Þ
(b) Set Hnþ1;q
hi;s ¼ H

nþ1
2;q;K

hi;s ; s 2 INs.
(c) Find the interior values in sub-domains by splitting implicit scheme
ðSsðFi;jð�cnþ1;q
h ÞÞIþDtLHz;hz ðFi;jð�cnþ1;q

h ÞÞÞHnþ1;q
hi;j ¼Hn

hi;jþDtdðFi;jð�cnþ1;q
h ÞÞþDtf2ðFi;jðHnþ1;q

h Þ;Fi;jð�cnþ1;q
h ÞÞ; j 2 Is; s 2 INs:

ð3:43Þ
Step 7. Evaluate the x-directional component of velocity for j 2 Js; s 2 INs:
Unþ1;q
xiþ1

2;j
¼

q0Kx Fiþ1
2;j
ð�cnþ1;q

h Þ
� �

q Fiþ1
2;j
ð�cnþ1;q

h Þ
� �

hx

ðHnþ1;q
hiþ1;j �Hnþ1;q

hi;j Þ; i 2 Ir ; r 2 INr ; ð3:44Þ
and the z-directional component of the velocity for i 2 Ir; r 2 INr:
Unþ1;q
zi;jþ1

2
¼

q0Kz Fi;jþ1
2
ð�cnþ1;q

h Þ
� �

q Fi;jþ1
2
ð�cnþ1;q

h Þ
� �

hz

fðHnþ1;q
hi;jþ1 �Hnþ1;q

hi;j Þ þ ghzFi;jþ1
2
ð�cnþ1;q

h Þg; j 2 Js; s 2 INs: ð3:45Þ
Step 8. (Compute concentration) Along x-direction, for j 2 Js; s 2 INs:
(a) For k ¼ 1;2 . . . ;K , find the interface values by local multilevel explicit scheme with

cn;q;0
hrl ;j
¼ cn;q

hrl ;j
; rl ¼ r; r 
m; . . . ; r 
 Km; r 2 INr ,
cn;q;k
hrl ;j
¼ ð/rl ;j

ðHnþ1;q
h ÞI � DsLcx;ĥx

ðHnþ1;q
h ÞÞcn;k�1ðqÞ

hrl ;j
þ Dsg1ðH

nþ1;q
hrl ;j

; Frl ;jð�c
nþ1;q
h ÞÞ: ð3:46Þ
(b) Set c
nþ1

2;q
hr;j ¼ cn;q;K

hr;j ; r 2 INr .
(c) Find the interior values in sub-domains by implicit scheme
ð/i;jðHnþ1;q
h ÞI þ DtLcx;hx ðH

nþ1;q
h ÞÞcnþ1

2;q
hi;j ¼ cn

hi;j þ Dtg1ðH
nþ1;q
hi;j ; Fi;jð�cnþ1;q

h ÞÞ; i 2 Ir; r 2 INr: ð3:47Þ
Step 9. Along z-direction, for i 2 Ir ; r 2 INr , similar with Step 6, find cnþ1;q
hi;j ; j 2 Js; s 2 INs.

Step 10. Calculate Err1 ¼ kHnþ1;q
h �Hnþ1;q�1

h k and Err2 ¼ kcnþ1;q
h � cnþ1;q�1

h k.
Step 11. If maxfErr1; Err2g 6 Tolerance, then goto Step 12.
else Set q ¼ qþ 1.
end if
Step 12. Set Hnþ1
hi;j ¼ Hnþ1;q

hi;j ; cnþ1
hi;j ¼ cnþ1;q

hi;j for any ði; jÞ.
Step 13. Set n ¼ nþ 1.
Step 14. Output HN

hi;j and cN
hi;j; 8ði; jÞ.
Stop.
Remark 3.3. In the S-DDM iterative approach, the large domain X is divided into multiple block sub-domains. At each time
step, we firstly compute the approximate water head and the approximate velocity, and then find the approximate concen-
tration by a linearization procedure. For solving either the water head equation or the concentration equation, we compute
the interface values by the local multilevel explicit scheme or the local multilevel explicit scheme combined with the
upstream volume technique on interface boundaries of sub-domains, and compute the interior solutions in sub-domains
by the splitting implicit scheme or the splitting implicit scheme combining the upstream volume technique, respectively.
The local multilevel schemes at interfaces are just multilevel explicit schemes which can be solved directly. The slitting
implicit schemes lead to symmetric and tri-diagonal algebraic systems on sub-domains which can be easily solved by the
Thomas’ algorithm. The local multilevel explicit schemes at interface points can relax the stability condition and improve
the accuracy near the interface boundaries. Keeping the advantages of the non-overlapping domain decomposition method
and the splitting technique, the developed S-DDM iterative approach reduces computational complexities, large memory
requirements and long computational durations.

Remark 3.4. Since the model of contamination fluid flows in porous media is the coupled nonlinear system, in the proposed
S-DDM iterative approach we apply the linearization technique and the extrapolation technique to treat the coupling and the
nonlinearity. Moreover, at each time step, a linearization iterative process is applied in the S-DDM approach for increasing
the accuracy, which is controlled by the maximum iterative number q0 and the desired accuracy (tolerance). The linearization
iteration here is for increasing the accuracy and meanwhile the S-DDM approach still works even without iteration ðq0 ¼ 1Þ
(i.e. a linearization scheme). A reasonable tolerance will be expected in computation. The looping of time steps will always



Table 1
The effect of K on the stability.

k� ¼ 8.2 4. 1 2.05 1.025 0.5125

K L1 L2 L1 L2 L1 L2 L1 L2 L1 L2

1 div div div div div div 1.304e�3 8.249e�4 1.658e�3 1.113e�3
4 div div div div 7.750e�4 4.964e�4 1.301e�3 8.228e�4 1.659e�3 1.114e�3
10 div div 2.656e�3 1.497e�3 7.900e�4 4.993e�4 1.303e�3 8.244e�4 1.660e�3 1.114e�3
16 7.090e�3 4.234e�3 2.651e�3 1.494e�3 7.930e�4 4.997e�4 1.304e�3 8.248e�4 1.660e�3 1.114e�3

Table 2
The effect of m on the stability.

k� ¼ 8.2 4.1 2.05 1.025 0.5125

m L1 L2 L1 L2 L1 L2 L1 L2 L1 L2

1 div div div div div div 1.304e�3 8.249e�4 1.658e�3 1.113e�3
2 div div 2.516e�3 1.391e�3 9.210e�4 5.570e�4 1.501e�3 9.574e�4 1.894e�3 1.256e�3
3 6.663e�3 3.880e�3 2.317e�3 1.237e�3 2.317e�3 1.237e�3 1.951e�3 1.241e�3 2.387e�3 1.553e�3
4 6.365e�3 3.613e�3 2.002e�3 1.062e�3 1.821e�3 1.105e�3 2.680e�3 1.679e�3 3.140e�3 2.003e�3
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work and will go to next time step when q reaches to the max number q0, if it does not meet the tolerance condition. In any
case, the iteration improves the accuracy. As we use a local multilevel scheme on interfaces of sub-domains, K and m have
made actually no condition with respect to Dt and h by proper K > 1 and m > 1, since the stability condition
k ¼ Ds

ĥ2 ðDþ jV jĥ=2Þ ¼ 1
Km2 k� 6 1

2, where k� ¼ Dt
h2 ðDþ jV jmh=2Þ, is always true with respect to Dt and h for proper K > 1 and

m > 1. Numerical results are shown in Tables 1 and 2 in the following section. Though it is developed for two dimensional
problem in this section, the S-DDM iterative approach can be extended to solve high-dimensional porous media flows.

Remark 3.5. Our S-DDM technique proposed in this section develops an efficient approach over non-overlapping multiple
block sub-domains, which is more suitable and powerful for parallel computing and for large scale simulation of compress-
ible contamination flows in porous media. The splitting implicit schemes used in each sub-domain will provide reasonable
accuracy and reduce the computational costs. The local multilevel schemes used in the interfaces of sub-domains will
improve the stability and accuracy near the interfaces of sub-domains. We have noted that for solving accurately the solution
near the fracture in the fractured porous flows, paper [27] proposed an implicit sub-time stepping method to use sub-time
stepping in the fracture domain. The local sub-time step refining can efficiently improve the accuracy when simulating flow
and transport in fractured porous media. Thus, for further studying fractured media flows, our S-DDM technique can be
applied, by combining the sub-time stepping in the sub-domains that contain the fractures, to solve the large scale fluid
flows in fractured media for parallel computing, which will be a very interesting future work.

4. Numerical experiments

In this section, we present numerical experiments for compressible contamination fluid flows in porous media to illus-
trate the performance of the S-DDM iterative approach. We firstly study homogenous flows and focus on studying the sta-
bility, accuracy and efficiency of the S-DDM approach by presenting the stability, error, ratio of convergence, and CPU time.
Then, we consider the groundwater contamination problems where the contamination is loaded on the boundary. Finally, we
will carry out simulations of the groundwater contamination problems where the density depends on concentration and in
more general layered media.

4.1. Homogenous flows

We consider the following homogeneous flow
@H
@t �rðDHHÞ ¼ 0; ðx; yÞ 2 X; t 2 ð0; T�;
v ¼ �DHrH; ðx; yÞ 2 X; t 2 ð0; T�;
@c
@t þr � ðvcÞ � rðDcrcÞ ¼ 0; ðx; yÞ 2 X; t 2 ð0; T�;

8><>:

where X ¼ ½ax; bx� � ½ay; by�, which is horizontal; @X1 ¼ fx ¼ axg � ½ay; by� � fx ¼ bxg � ½ay; by�; and @X2 ¼ fy ¼ ayg � ½ax; bx��
fy ¼ byg � ½ax; bx�. v ¼ ðVx;VyÞs is the Darcy’s velocity field. DH ¼ diagðDHx;DHyÞ is the hydraulic conductivity. Dc ¼
diagðDcx;DcyÞ is the diffusion coefficient. The boundary conditions are Hðx; y; tÞ ¼ ginðx; y; tÞ; ðx; yÞ 2 @X1; v � n ¼
goutðx; y; tÞ; ðx; yÞ 2 @X2; cðx; y; tÞ ¼ hinðx; y; tÞ; ðx; yÞ 2 @X1; �Dcrcðx; y; tÞ � n ¼ houtðx; y; tÞ; ðx; yÞ 2 @X2, where gin; gout;hin;hout

are specified functions. The initial values are given as Hðx; y;0Þ ¼ H0ðx; yÞ and cðx; y;0Þ ¼ c0ðx; yÞ.
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We first investigate the stability of the S-DDM for the concentration equation on domain X ¼ ½0;1� � ½0;1�. The initial va-
lue c0ðx; yÞ ¼ 0. The inflow boundary hin equals to 1 at x ¼ 0 and 0 at x ¼ 1 for all y. The computation is taken on 2� 2 sub-
domains. Let diffusion coefficients Dcx ¼ Dcy ¼ 1 and the velocity components Vx ¼ Vy ¼ 1. The step sizes are chosen as
h ¼ 1=40, and Dt ¼ 1=200, 1/400, 1/800, 1/1600, 1/3200. For the local multilevel explicit scheme at interfaces of sub-do-
mains, we take ĥ ¼ mh and Ds ¼ Dt=K . We study the effect of the parameters K and m on the stability. The numerical results
at t ¼ 0:1 are presented in Tables 1 and 2. In Table 1 where m ¼ 1, from the first row (K=1), we can see that when
k� ¼ Dt

h2 ðDþ jvjh=2Þ > 1:025, i.e. the stability condition is broken, the standard explicit is divergent. However, if we use the
local multilevel explicit scheme ðK P 4Þ at the interfaces, the S-DDM works very well. For example, when K ¼ 16 in the last
row, even for k� ¼ 8:2, we can still obtain accurate results where the error is 7:090� 10�3 in the maximal norm. Similarly, in
Table 2 where K ¼ 1, we can relax the stability condition by increasing the value of m. For example, for k� ¼ 8:2, if taking
m ¼ 4, the S-DDM method obtains the accurate approximation, the error 6:365� 10�3 in maximal norm. As a local multilevel
scheme on interfaces of sub-domains is used, K and m make the stability condition k ¼ Ds

ĥ2 ðDþ jV jĥ=2Þ ¼ 1
Km2 k� 6 1

2 is always
true with respect to Dt and h for proper K > 1 and m > 1, where k� ¼ Dt

h2 ðDþ jV jmh=2Þ.
Then, we numerically study the convergence of the S-DDM approach for the concentration equation. The reference solu-

tion is solved by the S-DDM on fine meshes h ¼ 1=240 and Dt ¼ 1=20;000. To obtain the ratio of convergence in space, we fix
the time step size Dt ¼ 1=6000 and change the spatial step size h from 1/10 to 1/80. The diffusion coefficients are
Dcx ¼ Dcy ¼ 0:1. We consider three different velocity fields with Vx ¼ 0;1 and 10, and Vy ¼ 0. The errors at t ¼ 0:1 and ratios
of convergence are presented in Table 3. From Table 3, we can see that when Vx ¼ 0 and Vy ¼ 0, the ratio of convergence is
second order in space while when Vx ¼ 1 and 10, and Vy ¼ 0, the ratio is first order due to the upstream volume method in
the S-DDM approach for the convection term. To improve the accuracy and convergence ratio, a modified upstream covo-
lume technique ([22]) can be applied to our S-DDM scheme.

Further, we analyze numerically the mass balance errors and their ratio in time step. Consider the problem with
cðx; y;0Þ ¼ sin2ðpxÞ sin2ðpyÞ and with no flow boundary condition. First, let the diffusion coefficients Dcx ¼ Dcy ¼ 0:1 and
the velocity v ¼ ð0;0Þs. We choose K ¼ 2 and m ¼ 2 for the S-DDM. The time and space step sizes are chosen such that
the ratio Dt

h2 ¼ 1. The solution errors, mass balance errors and their ratios in time are presented in Table 4 for time t ¼ 0:5.
For computing the solution errors, the reference solution is obtained by the splitting finite difference method with very fine
mesh h ¼ 1

240and Dt ¼ 1
10;000. From the table, we can see clearly that the convergence rate of mass balance errors is of first or-

der in time and is higher than the ration of solution errors.
Then, take diffusion coefficients Dcx ¼ Dcy ¼ 0:001 and the velocity v ¼ ðVx;0Þs with Vx ¼ 0:5;0:8 and 1.0. We choose

K ¼ 4 and m ¼ 2 for the S-DDM approach. The space and time step sizes are chosen such that Dx ¼ Dy and the ratio
Dt=Dx ¼ 2. The mass errors and ratios in time are presented in Table 5 for time t ¼ 0:2. It clearly shows that the ratios of
mass balance errors for different velocity components are still of first order in time.
Table 3
The errors and ratios in space for the problem with diffusion coefficients Dcx ¼ Dcy ¼ 0:1.

Dx ¼ Dy 1/10 1/20 1/40 1/80

L1-error 1.1780e�2 3.2900e�3 8.4500e�4 2.1300e�4
Vx ¼ 0 Ratio – 1.8402 1.9611 1.9881
Vy ¼ 0 L2-error 5.1214e�3 1.3448e�3 3.4541e�4 9.8252e� 5

Ratio – 1.9291 1.9610 1.8138

L1-error 8.2925e�2 4.2031e�2 1.9843e�2 8.0490e�3
Vx ¼ 1 Ratio – 0.9804 1.0828 1.3017
Vy ¼ 0 L2-error 3.7573e�2 1.8784e�2 8.7427e�3 3.5284e�3

Ratio – 1.0002 1.1034 1.3091

L1-error 1.4778e�1 1.0946e�1 9.3392e�2 5.2239e�2
Vx ¼ 10 Ratio – 0.4330 0.2290 0.8382
Vy ¼ 0 L2-error 7.6620e�2 5.3767e�2 3.3515e�2 1.7357e�2

Ratio – 0.5110 0.6819 0.9493

Table 4
The solution errors, mass balance errors and their ratios in time of the S-DDM approach for the diffusion problem with Dcx ¼ Dcy ¼ 0:1.

Dt 1/100 1/400 1/1600 1/6400

L1-error 2.1770e�2 3.6570e�3 6.7700e�4 1.1400e�4
Solution error Ratio in time – 1.2868 1.2167 1.2851

L2-error 7.7905e�3 1.3626e�3 2.6161e�4 4.5312e�5
Ratio in time – 1.2916 1.1565 1.2649

Mass error 5.7147e�3 7.4457e�4 9.3875e�5 1.1758e�5
Ratio in time – 1.4710 1.4938 1.4985



Table 5
The mass balance errors and ratios in time of the S-DDM approach for the problem with diffusion coefficients Dcx ¼ Dcy ¼ 0:001 and velocity v ¼ ðVx ;0Þs .

Dt 1/30 1/40 1/50 1/60 1/70 1/80

Vx ¼ 0:5 Mass error 3.7254e�3 2.5496e�3 1.8921e�3 1.4756e�3 1.1907e�3 9.8517e�4
Ratio in time – 1.3182 1.3369 1.3635 1.3916 1.4189

Vx ¼ 0:8 Mass error 6.3064e�3 4.6914e�3 3.7140e�3 3.0474e�3 2.5618e�3 2.1928e�3
Ratio in time – 1.0283 1.0469 1.0852 1.1259 1.1648

Vx ¼ 1:0 Mass error 8.2350e�3 6.3050e�3 5.1182e�3 4.2869e�3 3.6658e�3 3.1832e�3
Ratio in time – 0.9283 0.9346 0.9722 1.0152 1.0571

Table 6
The effect of K and m on CPU time.

Dt Dx ¼ Dy L1 L2 CPU time (s)

K ¼ 1; m ¼ 1 1
2000

1
40

3.477e�3 1.899e�3 0.45

K ¼ 2; m ¼ 1 1
860

1
40

3.290e�3 1.280e�3 0.20

K ¼ 3; m ¼ 1 1
660

1
40

2.539e�3 1.250e�3 0.15

K ¼ 2; m ¼ 2 1
500

1
40

3.563e�3 1.469e�3 0.11

K ¼ 3; m ¼ 2 1
400

1
40

4.798e�3 1.876e�3 0.08
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Moreover, we study the efficiency of the S-DDM approach. We will observe the consumed CPU time by the S-DDM ap-
proach. All computations and measurements are taken on a DELL poweredge server 2800 with Dual 3.2G Xeon CPU and
2G memory. We consider a concentration problem in variable velocity field v ¼ ð4 sinðpyÞ;0Þs. Take the spatial step size
Dx ¼ Dy ¼ 1=40 and the time step size from Dt ¼ 1=2000 to Dt ¼ 1=400. The numerical results at t ¼ 0:1 are presented in
Table 6. From the table, we observe that with proper parameters of K and m, we can reduce the consumed CPU time while
keeping the similar accuracy. For example, in the first row with K ¼ 1 and m ¼ 1, the error in L2-norm is 1.899e�3 and the
CPU time is 0.45 s. If we use K ¼ 3 and m ¼ 2 in the last row, the S-DDM keeps the similar accuracy but greatly reduces the
CPU time where the maximum error is 1.876e�3 while the CPU time is only 0.08 second. It’s also worth to mention that in
the case of Dt ¼ 1=400; h ¼ 1=40, without the multilevel scheme on the interface boundaries, the standard explicit scheme is
divergent since the stability condition is broken.

Now, we show the numerical shape of the homogenous flow with a given velocity field v ¼ ð1;0Þs. The initial value
c0ðx; yÞ ¼ 0. The spatial step is h ¼ 1=20 and the time step is Dt ¼ 1=100. The parameters of the multilevel scheme are taken
to be K ¼ 2; m ¼ 2. Firstly, let’s look at the following case. At the inflow boundary, the concentration hin is zero but hin ¼ 1 for
0:3 6 y 6 0:4 and 0:6 6 y 6 0:7. The outflow boundary conditions as well as the initial values are all set to be zero. In Fig. 4,
we present the contour plots of concentration for four pair diffusion coefficients ðDcx;DcyÞ ¼ ð1;1Þ; ð0:1;0:1Þ, (0.01, 0.01) and
(0.1, 0) at time t = 0.01, 0.1 and 0.4. For Dcx ¼ Dcy ¼ 1, the stability condition of standard explicit scheme has been broken,
where k� ¼ Dt

h2 ðmaxfDcx;Dcyg þ jvjh=2Þ ¼ 4:1. From Fig. 4(a), we can see that the S-DDM scheme still works well for this case
due to the application of multilevel scheme for the explicit scheme on interfaces. In this example, the nonzero concentration
at the inflow boundary will move along the flow due to convection and diffusion. From Fig. 4(a) and (b), we observe that the
concentration is propagating faster along x-direction than along y-direction since the velocity of the fluid along y-direction is
zero. We can also see that when the diffusion coefficients decrease from 1 to 0.001, the convection dominates the transport
process. For the special case with diffusion coefficient Dcy ¼ 0 the concentration moves only along x-direction, as shown in
Fig. 4(c).

We then consider the case that gin is zero but gin ¼ 1 for 0:45 6 y 6 0:55. Note that the nonzero part of the boundary con-
dition is crossing the interface of the sub-domain, y ¼ 0:5. The numerical results for Dcx ¼ Dcy ¼ 1;0:1; and 0.01 at time
t ¼ 0:01; 0:1; and 0.4 are presented in Fig. 5. We can see that the approximation to the interface of sub-domains does
not affect the shape of the solution, which indicates that the S-DDM treats the problem with nonzero concentration distri-
bution on interface very well. Again, when the convection term dominates the diffusion term, in Fig. 5(c), it shows clearly
that the propagation of the concentration mainly moves along the direction of the velocity.

As the last part of this subsection, we consider the coupled system of water head equation and concentration equation.
The inflow boundary condition of water head gin ¼ 40 sinðpyÞ at x ¼ 0. The inflow boundary value of concentration is hin ¼ 1
at x ¼ 0. The outflow boundary and initial values are chosen to be zero for both water head equation and concentration equa-
tion. The hydraulic conductivity and the diffusion coefficients are DHx ¼ DHy ¼ 0:01 and Dcx ¼ Dcy ¼ 0:01, respectively. The
spatial and time step sizes are h ¼ =120 and Dt ¼ 1=20. We choose the parameters K ¼ 2 and m ¼ 2 for multilevel explicit
scheme. The numerical results are shown in Fig. 6. The propagating process is presented at three time periods, t ¼ 0:01; 0:1
and 0.4. From Fig. 6(a), we can see that the water head has bigger values at the middle y ¼ 0:5 than those near upper and
bottom boundaries. The velocity decreases from the middle y ¼ 0:5 to the boundaries y ¼ 0 and y ¼ 1. Thus, the concentra-
tion spreads faster at y ¼ 0:5 along x-direction, as shown in Fig. 6(b).
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Fig. 4. The contour plots of the concentration in homogenous flows with different diffusion coefficients in a velocity field v ¼ ð1; 0Þs .
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4.2. Groundwater contaminations

In recent years, the growth of industry, technology, population, and water use has increased the stress upon groundwater.
The quality of groundwater has been degraded. Industrial discharges, urban activities, agriculture, ground-water pumpage,
and disposal of waste all can affect ground-water quality, for example, the Babylon landfill leachate. The contaminates in
groundwater are usually composed of common ions like Naþ; Ca2þ; and Cl� which can be hazardous to the environment
in large concentrations. In this subsection, we will study the fluid flows in porous media by considering the groundwater
contamination modeled by the system (2.16) in Section 2. The relevant problems of groundwater contamination and the cor-
responding parameters can be referred to [33,25,10,34,17].

Considering the porous media ABCD in Fig. 7, the water enters this region from the left boundary AD and the polluting
material is injected from a part boundary EF of top boundary with concentration C ¼ C�. Then the contaminant will be trans-
ported and diffused in the water flow. Neumann boundary conditions for mass transport are specified at two side boundaries
AD and BC. Neumann boundary conditions are also assumed across the bottom AB and along the top boundary CD for the
flow and mass transport except at the source part EF. The permeability are kx ¼ 5� 10�11 m2 and kz ¼ 10�12 m2. The diffu-
sion coefficients of the polluting material are Dcx ¼ Dcz ¼ 5� 10�3 m2=day. The density of groundwater is q ¼ 1000 kg=m3

and the viscosity is l ¼ 0:001 kg m�1 s�1. The storage coefficient is Sp ¼ 10�5=m. The porosity is / ¼ 0:3. The region is
AB ¼ 1000 m long and AD ¼ 20 m deep. We also assume the polluting material is injected between E ¼ 100 m point and
F ¼ 125 m point. The region is discretized by a regular spaced Dx ¼ 25 m; Dz ¼ 0:5 m network of 40 rows and 40 columns.
The time step size is chosen to be Dt ¼ 10 days. A flow from left to right is created across the region by fixing a water head of
20 m at the left side boundary and 15 m at the right side boundary. The initial condition of the water head is given as
H0 ¼ 5

106 ð1000� xÞð1000� xÞ þ 15. To investigate the contamination loading at EF, we consider constant contamination
loading rate at EF.
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Fig. 5. The contour plots of concentration in homogenous flow with different diffusion coefficients in a velocity field v ¼ ð1; 0Þs .
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Fig. 6. The contour plots of the water head (a) and the concentration (b).
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Fig. 7. Conceptual model of the pollution transport.
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Fig. 8. The contour plots of concentration at t = 300 days, 600 days, and 1000 days.
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4.2.1. Constant loading rate of contamination
We take the constant loading rate of contamination at EF with c� ¼ 1 kg=m3. Fig. 8 presents the contour plots of the con-

centration of the contamination at 300 days, 600 days and 1000 days. With this constant contamination loading, it shows in
the contour plots of concentration that the concentration transports along the flow. In the figures, we also see that the con-
centration decreases as the contamination front is propagated away from the original loading location EF.

4.3. Concentration dependent density and layered media

In this subsection, we carry out numerical simulations to compressible fluid flows with concentration dependent density
and to compressible fluid flows in layered media, which are often encountered in many field applications [33,25,10,34,17].

4.3.1. Concentration dependent density
The approximation of the concentration dependent density of mixtures are complicated because there is no exact equa-

tion to relate the density to the concentrations. From the Hugakorn’s linearization (2.15), the density of an aqueous mixture
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Fig. 9. The contour plots of fluid flow with concentration dependent density at t = 100 days, 500 days and 1000 days.
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q for a dilute solution can be described as a linear function of concentration, i.e., a first order approximation of density has
the form q ¼ q0ð1þ gcÞ, where g is a small number 0 < g 6 1 and q0 is the reference density. We choose g ¼ 0:005 in this
test and other parameters same as those in the previous subsection. The contamination is constantly injected into the do-
main through EF with c� ¼ 2kg=m3. By the S-DDM method, we simulate the procedure of the contamination transport.
The contour plots of the contamination at the time t = 100 days, 500 days and 1000 days are presented in Fig. 9. Comparing
Fig. 8 with Fig. 9, we can see that the contaminant front moves faster along the vertical direction in Fig. 9, because the veloc-
ity gets bigger when the density is concentration dependent.

4.3.2. Intermittent injecting rate of contamination
The contamination injection can appear to be intermittent, e.g. the source loading from the Babylon Landfill. In this test,

we consider the problems with intermittent injecting rate of contamination. Take g ¼ 0:005 and the initial value of water
head H0 ¼ 5

106 ð1000� xÞð1000� xÞ þ 15. The contaminate loading rate at the top boundary EF is assumed to occur only
for the first 100 days with the concentration 18 kg=m3, the fifth 100 days with the concentration 15 kg=m3 and the eighth
100 days with the concentration 4 kg=m3. Fig. 10 presents the concentration distribution of contaminant at different time
t = 300 days, 700 days and 900 days. From the first graph in Fig. 10, after the first 100 days, the first contaminate region is
beginning to form at the top boundary EF. The second graph of Fig. 10, which encompasses two periods of the concentration
of the contamination, shows how after 700 days two contaminate regions have been formed. In the last graph, after 900 days,
three contaminating cells have been formed. It also shows that the contamination transport along the flow is accompanied
by dispersion, which reduces the concentration in these cells.

4.3.3. Fluid flows in layered media
In many real problems, the media is not homogeneous. In this test, we consider layered media. We simulate fluid flows in

a layered medium in which one highly permeable zone is located at the bottom. In the whole region the permeability in ver-
tical direction kz ¼ 1� 10�12 m2, while the permeability in horizontal direction is kx;1 ¼ 2� 10�11 m2 in the upper region,
x 2 ½0;1000�, z P 10 and kz;2 ¼ 8� 10�11 m2 in the bottom region, x 2 ½0;1000�; z 6 10. Let g ¼ 0:004. The contour plots of
the concentration of the contamination at t = 1000 days, t = 1500 days and t = 1800 days are presented in Fig. 11. From this
figure, we can see that the concentration front moves faster in the horizontal direction than in the vertical direction, because
the porous media has larger permeability in horizontal direction, and thus, the velocity in horizontal direction is bigger than
that in vertical direction. Moreover, once the flow invades into the bottom region, the concentration front moves much faster
in the horizontal direction in bottom region than in upper region, and exhibits the behavior of a layered flow.

We also consider another case for layered media where the permeability are kx;1 ¼ 2� 10�11 m2 and kz;1 ¼ 1� 10�12 m2

along horizontal and vertical directions, respectively, in the upper region, and kx;2 ¼ 8� 10�11 m2 and kz;2 ¼ 4� 10�12 m2

along horizontal and vertical directions, respectively, in the bottom region. The contour plots of the concentration of the
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Fig. 11. The contour plots of fluid flows in layered media at t = 1000 days, 1500 days and 1800 days.
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Fig. 12. The contour plots of fluid flows in layered media at t = 1000 days, 1500 days and 1800 days.
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contamination at t = 1000 days, t = 1500 days and t = 1800 days are presented in Fig. 12. Similarly, we can see that the con-
centration front moves faster in the horizontal direction than in the vertical direction, and also after the flow invading into
the bottom region, the concentration front moves much faster in both horizontal and vertical directions in bottom region
than in upper region.

5. Conclusions

In this paper,we developed a new efficient S-DDM iterative approach for compressible contamination fluid flows in por-
ous media. The S-DDM iterative approach divides the large domain into multiple block sub-domains. In each time interval,
firstly the S-DDM scheme is applied to solve the water head equation, in which we use a local multilevel scheme for com-
puting water head values on the interfaces of the sub-domains and use the splitting implicit scheme to solve the interior
values of water head in sub-domains; then S-DDM scheme combining upstream technique is proposed to solve the concen-
tration equation. The S-DDM iterative approach reduces computational complexities, large memory requirements and long
computation durations.

In numerical experiments, we firstly carried out numerical simulations of homogenous flows by using the developed
S-DDM approach, showing the efficient approximation meanwhile ensuring the accuracy. In the second experiment, we pre-
sented numerical results for groundwater contaminations with the continuous contamination loading. The numerical sim-
ulations appear to reproduce qualitatively the major characteristics of the propagation of the contamination in porous media
flows. In the third experiment, we simulated fluid flows with concentration dependent density and fluid flows in the layered
porous media. Numerical results showed the efficient performance of the S-DDM iterative approach to simulate fluid flows in
porous media.

The developed S-DDM iterative approach provides feasibly and powerfully approximating to contamination fluid flows in
porous media and can be extended to multi-dimensional and multi-components fluid flows in porous media as well as to
multi-phase fluid flows in porous media which leave as our near future work.
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